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Abstract— 数十年にわたり、自律エージェントとマルチエージェントシステム（AAMAS）は自律性と

協調の基礎理論を発展させてきた。大規模言語モデル（LLM）が AI エージェントへの関心を再燃

させたが、確立されたフレームワークとの接続は限定的である。本サーベイは、AAMAS の理論

的基盤（Concept）、その LLM ベースの実装（Code）、および社会的展開（Commerce）を調査する

ことで、AIエージェントの現在の軌跡を理解するための統合的なフレームワークを提供する。重要

なのは、AAMASの厳密な理論的裏付けと、LLMの前例のない自然言語処理および常識推論能

力という相乗的な組み合わせが、それぞれの限界を克服し、現実世界に適用可能な AI エージェ

ントへの道を開いていくであろうことである。本サーベイは、LLM研究者が達成した AIエージェン

トの画期的な実用的進歩と、確立された AAMAS理論との間の橋渡しを意図し、将来の進歩を促

進する。1 
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1. Introduction 

AI エージェント研究は前例のない成長を遂げている。本サーベイでは、AI エージェントを理論

（Concept）、実装（Code）、そして社会実装（Commerce）の三つの観点から検討し、このフレームワ

ークに基づいて既存の文献を体系的に整理することを目指す。 

AI エージェントの理論的基盤（Concept）は 40 年以上にわたって Autonomous Agents and 

Multiagent Systems（AAMAS）分野で研究されてきた。当初は分散人工知能（Distributed Artificial 

Intelligence）と呼ばれ、1980 年前後に黒板モデル（Blackboard Model）[1]と契約ネットプロトコル

（Contract Net Protocol）[2]といった研究が始まった。この分野は、自律的な主体（Autonomous 

Agents）の判断形成、および複数の主体（Multi-Agent Systems）による協調・交渉を通じたチーム

や組織の形成といった根本的なテーマを探求してきた（Section 2で詳述）。 

実装技術（Code）の観点では、大規模言語モデル（LLMs）の登場が AIエージェントの実現可能性

を劇的に高めた。Transformer アーキテクチャ[3]の導入から GPT シリーズ[4,5]への発展は、基盤

モデル（Foundation Model）の概念を確立し、多様な応用サービスへのファインチューニング技術と

プロンプトエンジニアリング[6]が急速に進歩した。LLM は自然言語を用いた知識表現と対話を可

能にし、膨大な背景知識を利用した常識推論の実現に繋がった。これにより、LLM は理論的形式
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化に重点を置いた AAMAS研究と現実世界との間の乖離を解消する可能性がある。（Section 3で

詳述） 

社会実装（Commerce）の面では、Googleや Microsoft等のテック企業や McKinsey等のコンサル

ティング企業が、AI エージェント技術への投資を行っている[7]。この関心の背景には、今日の企

業内ワークフローにエージェントを導入することで大幅な効率化が期待できるからである。技術的

にはModel Context Protocol (MCP) [8]やMicrosoftの AutoGen [9]等の新たなフレームワークの

導入が、サービスコンピューティングを一新しつつある。一方で、倫理的問題、プライバシー、労働

市場への影響等の課題も存在する[10,11]（Section 4で詳述）。 

LLM ベースのエージェントの急速な経験的進歩に主に焦点を当てた他のサーベイとは異なり、本

稿は、これらの経験的発展を AAMAS の豊かで確立された理論的基盤に接続する。LLM ベース

のアプローチを蓄積されたエージェントパラダイムに明示的にマッピングすることで、現在のトレン

ドをより深く理解し、未開拓の相乗効果を特定し、理論に基づいた実践的な AIエージェント研究を

生み出すことを意図している。この包括的な視点は、経験的な成功を超えて、AI エージェントの持

続可能な開発へと移行するために不可欠である。 

2. Concept: Theoretical Foundations of AI Agents 

以下では、Weiss [12,13]、Wooldridge [14]、Shoham and Leyton-Brown [15]の 4冊の AAMAS分

野の主要な教科書を基に AI エージェントの 8つの理論的基盤（自律エージェントに関する 4つと

マルチエージェントシステムに関する 4つ）を示す。 

2.1 Core Principles of Autonomous Agents 

自律エージェントは、環境を知覚し、内部目標に基づいて決定を下し、独立して行動を実行する能

力を持つ計算主体である。 

反応型モデル（Reactive Model）: 複雑な内部表現や推論機構を持たず、環境を知覚し行動を生成

するモデル。シンプルな反応型エージェントは刺激-反応マッピングで動作し、行動ベースエージェ

ントはモジュラーコンポーネントの組み合わせから複雑な振る舞いを創発する。反応型モデルは高

速で堅牢だが、複雑な問題解決には限界がある。 

熟考型モデル（Deliberative Model）: 明示的な世界モデルと記号的な知識表現を持ち、論理的推

論や計画立案を通じて行動を決定するモデル。BDIアーキテクチャ[16,17]が代表例で、エージェン

トは環境の状態を信念として保持し、達成すべき目標（欲求）から具体的な意図を形成して行動す

る。熟考型モデルは高度な推論が可能だが、計算コストが高く動的環境に即応できない。 

階層アーキテクチャ（Layered Architecture）: 異なる抽象度を持つ複数の層を組み合わせ、反応性

と熟考性のバランスを実現するモデル。反応性を下位層が、熟考性を上位層が担当する。各層が

並列に動作し、適切なレベルの処理が選択・実行される。階層型アーキテクチャは複雑な環境で

の柔軟な行動を可能にするが、層間の調整が課題となる。ロボット制御に用いられたサブサンプ

ションアーキテクチャ[18]では、上位層が必要に応じて下位層を抑制する。 

学習型モデル（Learning Model）: 経験を通じて知識や行動を改善し、環境の変化に適応するモデ

ル。ニューラルネットワーク学習は複雑なパターン認識を可能にし、強化学習は報酬信号を用いて

試行錯誤から最適な行動政策（policy）を獲得する[19]。学習型モデルは、事前知識が不完全な環

境でも動作可能だが、学習に時間を要するため初期性能が低い場合がある。 



2.2 Core Principles of Multiagent Systems 

マルチエージェントシステムは、複数の自律エージェントが相互作用し、環境を共有し、協力または競争

するシステムである。 

分散問題解決モデル（Distributed Problem Solving Model）: 複数のエージェントが協調して大規模

な問題を分割・並列処理するモデル。分散制約充足問題（DCSP）[20]や分散制約最適化（DCOP）

[21]では、中央集権的な制御なしに、各エージェントが局所的な情報と制約を扱いながら全体最適

を目指す。分散動的計画法やマルチエージェント MDP[22]は不確実性下での協調的意思決定を

扱う。分散問題解決モデルでは、並列化による効率化と通信オーバーヘッドのトレードオフが設計

上の課題となる。 

ゲーム理論モデル（Game-Theoretic Model）: エージェント間の戦略的相互作用を数理的に分析す

るモデル。各エージェントは自己の利得最大化を目指し、他者の行動を予測して意思決定を行う。

協力ゲームでは利得配分を、非協力ゲームはナッシュ均衡を、繰り返しゲームや確率ゲームは動

的な相互作用を分析する。また、望ましい結果を実現するゲームの設計はメカニズムデザインと

呼ばれる[23]。ゲーム理論モデルでは、理論上の合理性の仮定と現実における限定合理性のギ

ャップが課題となる。 

市場モデル（Market Model）: 市場原理を用いてエージェント間の資源配分と協調を実現するモデ

ル。契約ネットプロトコル[2]はタスクの入札・落札による動的割り当てを行い、交渉プロトコルは提

案-応答の構造化により合意形成を促進する[24]。オークション理論は効率的な市場を実現し[25]、

Market-Based Programing[26]は市場を通じた資源配分を行う。市場モデルでは、エージェントの戦

略的行動による市場の歪みや、不完全情報下での効率性低下が課題となる。 

組織設計モデル（Organizational Design Model）: エージェント集団の構造と協調メカニズムを設計

するモデル。階層型、ネットワーク型、連合型などの組織構造を通じて役割と責任を明確化する

[27]。組織の自己設計（organization self-design）では、エージェントが環境変化に応じて組織構造

を動的に再編成する [28]。組織設計モデルでは、エージェントの自律性と組織的制約のバランス、

および動的環境への適応が設計上の課題である。 

3. Code: Engineering AI Agents 

大規模言語モデル（LLM）の出現により、2章で述べた理論的基盤の実装において大きなパラダイ

ムシフトが起きている。LLM の自然言語処理能力は、形式的なエージェントモデルを実用的なア

プリケーションに変換するという長年の課題を解決する可能性を秘めている。 

LLM の AI エージェントに対する貢献の第一は、自然言語による知識表現である。これによって、

長年の課題であった知識獲得ボトルネック（knowledge acquisition bottleneck）が解決に向かい始

める。第二に、直感的な対話インターフェースを通じて説明可能性を向上させる[29]。第三に、暗

黙の知識を推論する常識推論の促進に寄与する[30]。また、自然言語を用いた推論は論理的厳

密さには劣るものの、実世界の膨大な知識へのアクセスを可能とする。 

3.1 Incorporating LLMs into Autonomous Agents 

Chain of Thought (CoT)のような高度なプロンプトエンジニアリング技術は、LLM をステップバイス

テップの推論に導き、その能力を大幅に向上させた[31, 32]。さらに、LLM に直接回答を求めるの

ではなく、LLM に計画立案や戦略的推論に従事させるようなメタ認知的操作が探求されている。

そこで本節では、Autonomous Agentsのモデルに向けて LLMがどのように進化統合されつつある

かを整理する。 



3.1.1 Evolution of LLMs toward Reactive Models 

反応型モデルへの LLM の導入は、現段階では両者の処理速度の差から困難である。一方、

LLM の高度な自然言語理解と生成能力は、AI エージェントの実現のために欠かせない。さらに、

最近の LLMの高性能化はこのパフォーマンスギャップを徐々に縮めている。 

Toolformer[33]では LLM が複雑な環境に対処するための外部ツール（電卓、検索エンジン、カレ

ンダー等）の使用方法を自律的に学習する。ReAct フレームワーク[34]は、環境の観測に加えて、

観察と、観察から生成された推論プロセス（「thought」と呼ばれる）を組み合わせ、文脈として処理

することで、環境への適応的な動作を可能にした。VOYAGER[35]は、リアクティブな行動生成と

学習メカニズムの組み合わせにより、自律的に経験を蓄積し適応できることを Minecraft環境で示

した。 

LLM を用いた反応型モデルは、今後、適応性やより繊細な行動応答など、自律エージェント研究

の成果を統合することで、さらなる進歩が期待できる。例えば、Believable Agent[36]の文脈で研究

されたパーソナリティを導入し、Big Fiveモデルに基づく人格特性を付与することで、LLMのランダ

ム性を抑え、環境の変化によらず一貫性のある意思決定を実現できる[37]。 

3.1.2 Integration of LLMs into Deliberative Models 

熟考型モデルには正確な推論と計画立案能力が不可欠である。LLM はこの分野において大きな

可能性を示している一方で、重要な技術的課題も抱えている。LLM の事前学習された知識は複

雑な問題解決に有効と期待されているが、正確な推論の実現は依然として困難である。 

BDIアーキテクチャに LLMを導入したシステム[38]では、自然言語で信念・欲求・意図が記述され

る。また、自然言語で記述したプランが実行可能なプログラムに変換され、その推論プロセスが自

然言語で説明される。このため、開発者はエージェントの挙動を容易に制御できる。また Formal-

LLM[39]は、文脈自由文法で与えられた計画をプッシュダウンオートマトンに変換し、その制約下

でLLMが行動選択を行う。これは形式的な厳密さと自然言語理解の両方の長所を活用しようとす

る試みである。 

BDI ベースのアプローチと並行して、高度なプロンプティング技術や記号的推論システムとの統合

などの多様なアプローチにより LLMの熟考能力の向上が図られている。STRIDE フレームワーク

[40]は、LLM に外部ツールを使用させ意思決定問題を解かせ、マルコフ決定過程を含むアルゴリ

ズムのエミュレーションに成功している。Plan and Solve[41]では、LLMが問題解決のための計画を

生成するため、推論や計算の過程を観察できる。SELF-REFINE[42]は、生成した回答に対するフ

ィードバックを LLM自身が生成し、回答の修正を繰り返すことで品質を向上させる。 

熟考型モデルへの LLM統合が期待されているが、自然言語の曖昧性やそれに伴う推論プロセス

の検証の困難さが課題である。Human-in-the-Loop のサポートによる自然言語推論と形式的推論

の双方向変換が可能となり、両者の長所を併せ持つエージェントが生まれることが期待される。 

3.1.3 Integration of LLMs into Layered Architectures 

階層型アーキテクチャは、LLM統合において計算効率と性能の最適化を実現する有力なアプローチで

ある。計算コストの高い LLM を上位層に配置し、下位層には高速な反応型コンポーネントを配置

することで、推論能力と反応速度のバランスを実現する。 

例えば、LLMを用いた 3層構造のアーキテクチャが提案されている。最上位層の「Slow Mind」は

大規模 LLM で構成され、複雑な意図推論と戦略的計画を担当する。中間層の「Fast Mind」は軽



量 LLMを用い、上位層の戦略を一連のマクロアクションに変換する。最下位層の「Executor」は従

来の反応型ポリシーで構成され、ミリ秒単位の原子アクションを実行する。これにより上位層で

LLM の柔軟な推論能力を活用しつつ、リアルタイムの行動選択が可能となっている。Overcooked

ゲームでの評価により、リアルタイム性が要求される環境で効果的に動作することが示された[43]。 

階層的アプローチは、LLM の高い推論能力を活かしながら、システム全体としての応答性を保つ

アーキテクチャ上の工夫であり、様々なアプリケーションドメインで効果的であることが示されてい

る。 

3.1.4 Evolution of LLMs toward Learning Models 

LLMと強化学習の関係は、強化学習によって LLMの出力を改善する[44]、LLMを用いて強化学

習を行う[45]、の 2 通りがある。LLM のアラインメントは前者であるが、本稿の関心事は後者であ

る。 

例えば、Decision Transformer は強化学習をシーケンスモデリング問題として再定式化し、高い報

酬につながる行動シーケンスを予測可能にした。推論を担当する LLM は大規模なため、機械学

習のようなパラメータ更新は行わず、次の推論への入力となる内省テキストを生成している[46]。

Reflexion [47]では、推論を担当する LLM とその結果を評価する LLM、さらに評価結果に基づい

て内省を担当する LLM が用意されている。Retroformer [48]では、さらに強化学習の訓練器が組

み込まれ、内省用 LLMのパラメータ更新が行われる。 

これらのアルゴリズムに基づいて、研究者は LLM ベースのアプローチをロボット工学に適用して

いる。SayCan [49]では 551 個の動作（「コーラを拾う」「テーブルに行く」等）が事前に定義され、自

然言語による指示に対し各動作が使用される頻度をLLMが算出する。現在の環境下での実行可

能性を勘案して動作が選択される。EUREKA [50]では、LLMが、環境を記述したソースコードとタ

スクを記述した自然言語から報酬関数候補を生成し、強化学習の訓練結果をフィードバックして改

良する。様々な環境で 83%のタスクにおいて人間の専門家を上回り、ペン回しなどの困難な操作

を実現した。 

今後は、LLM と強化学習を組み合わせ、高レベルの戦略的判断と低レベルの適応的学習を統合

する研究が進むと考えられる 。例えば、強化学習エージェントが最適なタイミングで LLMに助言を

求める [51]。マルチエージェント強化学習（MARL）[52]では、LLM によってエージェント間の協調

が促進される。 

一方、強化学習手法と並行して、経験学習を用いた実験も報告されている。エージェントが、訓練

タスクから経験を収集し、自然言語で表現された知識を抽出し問題解決に利用する。科学的推論

に適用したところ、エージェントはプログラムされた手順なしに複雑な問題を解決し、経験の蓄積に

伴いその能力を向上させた[53]。 

3.2 Incorporating LLMs into Multiagent Systems 

LLM は自然言語能力を通じてマルチエージェントシステムを強化し、現実世界での有用性を向上

させる可能性がある。 

3.2.1 Evolution of LLMs toward Distributed Problem Solving Models 

プロンプトを用いて LLMに複数のエージェントの振る舞いを模倣させ、仮想的なマルチエージェン

トシステムを構築する研究が進んでいる。これらの研究では、適切に設計されたプロンプトにより、

単一の LLM内で複数エージェントの相互作用を実現し、分散問題解決に活用できることが示され

ている。 



Chain-of-Agents[54]では、長文の質問（入力トークン数は n）を複数に分割（各部分のトークン数は

k<<n）し、各部を異なるエージェントが担当する。各エージェントは前のエージェントから要約を受

け取り、自身の担当部分と統合して次へ伝達し、最終的に回答が生成される。これにより、質問応

答の正答率を維持しつつ計算時間を O(n²)から O(nk)に削減した。また、多様な視点と論理的一貫

性の両方を必要とする「意見論述文の生成」という複雑な課題に取り組む研究がある[55]。異なる

エージェントに異なるペルソナを割り当て討論させることで、批判と修正を繰り返し、多様性と説得

力の両面で優れたエッセイの生成に成功している。 

AutoAgents[56]では、メタエージェントがタスクに応じて動的にエージェントを生成する。まず、

Drafting Stageでタスクに応じて専門エージェントが生成される。次に Execution Stageで、これらの

エージェントは実行中に協力し自己を改善する。開放質問回答(open question answering) において

GPT-4に対する勝率は 76%、創造的なタスクでも精度向上を示した。 

一方で、分散問題解決の形式的アプローチへの LLM の適用が進まないのは、自然言語の曖昧

性と形式的制約の不整合、分散アルゴリズムの正確性保証の困難さがあるためである。今後は、

両者を融合した分散問題解決の手法の考案が期待される。 

3.2.2 Integration of LLMs into Game-Theoretic Models 

ゲーム理論モデルは伝統的に形式的なフレームワークを必要とするが、LLMは自然言語推論を通じて

より柔軟なアプローチを提供する。LLM はゲーム状況や戦略を自然言語で記述・理解し、相手の意図

を推論し、常識的知識に基づいてペイオフ構造を推定できる。これにより、形式的な理論モデルと人間

の戦略的思考を橋渡しする新たな可能性が開かれる。 

LLM の戦略的意思決定能力を明らかにし改善するために「ゲーム論的ワークフロー」[57]が提案

されている。囚人のジレンマ等 10種類の完全情報ゲームと、Deal or No Deal（プレイヤーがアイテ

ムの評価を隠しながら分配を交渉する）と呼ばれる不完全情報ゲームを用いて評価が行われた。

支配戦略探索、後ろ向き帰納法、ベイズ更新等を自然言語で実装することでパフォーマンスが大

幅に向上した。完全情報ゲームではナッシュ均衡達成率が 45%→76%に改善され、不完全情報ゲ

ームでは 100%の合意率とほぼパレート最適な分配を達成した。 

コンテンツ作成における競争をゲーム理論で分析した研究は、人間と生成 AIの共生可能性を示唆して

いる[58]。この研究では、生成 AIが独立したクリエイターとして人間と競合する「排他的競争」と、各クリ

エイターが生成 AIツールの採用を選択できる「包括的競争」を検討している。両モデルで安定した均衡

が存在し、効率の低いクリエイターは生成 AI に移行する一方、高度な技能を持つ人間クリエイターは

ニッチ分野で高品質なコンテンツを生産し、むしろ繁栄する可能性があることが示されている。 

ゲーム理論モデルに LLM を統合する試みは興味深くサーベイも公開されている[59]が、研究論文

まだ限定的である。今後は、戦略的意思決定やメカニズムデザインで、人間と協調するエージェン

トが生まれることが期待される。 

3.2.3 Integration of LLMs into Market Models 

市場モデルでは、AI エージェントが市場に参加し、その知識と推論能力を用いて入札戦略を決定

することが考えられる。オークション環境でエージェントの振る舞いを評価するフレームワークが提

案され、予算制約の管理、長期的な目標と行動との整合性維持、競合他者の行動予測などで AI

エージェントの能力が確認されている [60]。 

LLM がオークションを通じて広告収入を生成する仕組みに関する研究が登場している。これは

LLM を入札エージェントや市場設計に用いるのではなく、LLM 自体を広告プラットフォームとして



活用する試みである。初期の研究では、LLM が生成する文章のトークン確率分布を広告枠として

販売する手法が提案された。例えば、自社ホテル名の出現確率を高める分布に最高額で入札し

た企業が落札すると、LLM はその分布に従って文章を生成する[61]。しかし、この手法はコンテン

ツ操作という倫理的問題を含んでいる。 

より洗練されたアプローチとして、Retrieval-Augmented Generation (RAG) [62]を用いた広告統合フ

レームワークがある。トークン確率を直接操作する代わりに、文や段落などの談話セグメントを広

告枠として扱う。このメカニズムは入札額と関連性スコアに基づいて確率的に広告を選択し、LLM

が選ばれた広告を応答に自然に組み込む。理論的には、このセグメントオークションは対数的社

会福祉を最大化し、効率性と公平性のバランスを保ちながらインセンティブ互換性を維持する。実

証評価では、収益性と出力品質のトレードオフが明らかになっている。単一広告の繰り返しオーク

ションは高収益を生み、複数広告オークションは出力品質が高い。 

LLMの市場モデルへの統合は初期段階にある。今後は、LLMの計算複雑性や戦略的操作への

脆弱性の克服が期待される。 

3.2.4 Evolution of LLMs toward Organizational Design Models 

組織設計モデルにおいて、LLM ベースのエージェントは前例のない変革をもたらしている。マルチ

エージェントシステムの組織設計には、メタプロンプトを用いた組織の自己設計（organization self-

design）、大規模なマルチエージェントシミュレーション、そして社会行動や規範の創発が含まれる。 

Criticize-Reflectフレームワーク[63]では、LLMが自律的に階層的組織を改善していく。Criticizeが

対話履歴から指示の重複、調整不足等の問題点を抽出し、Reflectが新たな組織構造やコミュニケ

ーションルールを含むプロンプトを生成する。このフレームワークは、チェーン構造や動的リーダー

シップを含む組織形態を生み出し、最大 30%の効率改善を達成した。 

大規模マルチエージェントシミュレーションも試みられている。NYC住民の COVID-19流行時の行

動が再現された。まず、住民エージェントが属性（年齢、性別など）によってグループ化され、各グ

ループの行動が LLMに繰り返し照会される。次に、LLMが生成する回答の分布から住民グルー

プの実際の行動分布を推定する。LLM の回答分布が各グループの行動分布を表すと仮定するこ

とで、大規模シミュレーションの効率的な実装を可能としている[64]。 

一方、協働メカニズムに関する社会心理学的視点が探求されている。例えば、異なる性格特性

（easy-going/overconfident）と思考パターン（debate/reflection）を持つエージェントを組み合わせるこ

とで、高性能な組織構造が構成できる。この研究では、議論から始まる戦略を持つ三体のチーム

が優れた性能を示したと報告されている [65]。エージェントの相互作用から社会的規範が形成さ

れることを実験的に示した研究もある。25 体のエージェントによる命名ゲームを観察した結果、共

通の命名規則への収束、集団的バイアスが現れた。少数派グループが規範の変革を推進できる

ことも確認されていて興味深い[66]。エージェントが自律的に相互の関係を形成し、創発的な協調

行動を発現させたとする研究もある。経験を記憶し、それらを統合した内省（reflection）を生成する

ことで、一貫性のある長期的な行動計画を開発し、人間のような行動パターンを示した[67]。 

組織設計の研究は現段階では実験的色彩が強い。例えば、これまでに観察された「社会的な現象」

が、エージェントの相互作用から創発されたものか、LLM の事前学習知識に由来するものか、あ

るいは Transformer アーキテクチャのメカニズムによるものかは明確でない。システムの一部を除

去してその部分の貢献度を測る Ablation Studyや、創発的行動の源を分離するためにエージェン

ト間のコミュニケーションを制限する Controlled Simulationなどを用いた分析が期待される。 



4. Commerce: AI Agents in Business and Society 

研究者が AIエージェント研究に魅了されている一方で、実用的な開発も、特にソフトウェア開発な

どの領域で急速な進展している。 

4.1 Revolution in Service Workflows 

従来のサービスワークフローは、事前に設計された静的な手順に基づいて、サービスやツールの

呼び出し順序を明示的に定義する必要があった [68]。この手法は、進化する業務内容やユーザー

要求の変化に対応が困難であり、複雑でコンテキスト依存の処理に対する適応性に欠ける。これ

に対し AI エージェントは、自然言語で与えられた目的を理解し、タスクを動的に分解・再構成し、

外部ツールや他のエージェントと連携して自律的にワークフローを構築・実行する新たな枠組みを

提供する。 

AI エージェントの適用分野としては、LLM によるソフトウェア開発にワークフローを導入する試み

が他の応用分野に先行し、多数報告されている。MetaGPT [69]では、プロダクトマネージャや設計

者、開発者などの役割を持つ複数のエージェントが協調し、ソフトウェア開発を遂行する。。

ChatDev [70]では、CEO、CTO、プログラマ、レビュア、テスタの 5つの役割を持つエージェントが協

働する。開発を設計・コーディング・テストの 3つのフェーズに分割し、各フェーズで異なる役割のエ

ージェントが対話を繰り返し、エラーや不完全な実装を発見・修正する。エージェントが相互に不明

確な点を質問し合うことにより、実行可能なコードを生成する。 

プラットフォームの整備もアプリケーションと並行して進み始めた。AutoGPT[71]は、自然言語で与

えられた目標を基に中間的なサブタスクを自動的に生成し、必要なステップを自律的に実行する。

BabyAGI [72]は、タスクの作成・優先順位付け・実行を専門エージェントが分担し、効率的に処理

を進める。シンプルで理解しやすい設計により、エージェントの協調作業の可能性を示した。

AutoGen [9]は、役割の異なる複数のエージェントが会話を通じて協力してタスクを解決するオープ

ンソースフレームワークである。開発者が各エージェントの役割を定義し、会話パターンを設計す

ることができる。 

また、従来のサービスワークフローでは、セッションをまたぐ文脈や知識を保持するのが困難であ

った。これに対し、LangChain [73]は長期記憶（long-term memory）機能を備え、過去の対話や履歴

の保存・参照を可能にする。これにより、継続的なタスク実行、文脈に応じた応答、蓄積知識の再

利用などが可能となり、対話の一貫性と業務知識の継承を支える。なお、後に開発された

LangGraph [74]は、複数エージェントのワークフローをグラフ構造で表現する。 

サービス連携のコストを高める要因の一つがAPIの非互換性である。Anthropicが主導して開発し

たModel Context Protocol (MCP) [8] は、ツールやサービスの機能を「アクション」として定義し、そ

の入出力形式や前提条件を記述する統一的なインターフェースを提供する。この仕組みにより、エ

ージェントは対象サービスの構造や仕様を明示的に把握せずとも、スキーマに基づいて適切なツ

ールを選択し、呼び出し、結果を解釈することが可能となる。 エージェントは異種 API間の互換性

問題を回避しながら、安全かつ動的にサービスワークフローを構築・実行できるようになる。 

AI エージェントのサービスワークフローは、ソフトウェア開発だけでなく多様な分野で導入されつつ

ある。たとえば、ゲーム環境での行動生成 [35]や科学的発見支援 [75]などが挙げられる。。エー

ジェントは、目的指向性、動的適応性、協調性、知識継承といった特性を生かし、自律的かつ柔軟

なワークフローの実現を可能にする。 



4.2 Ethical and Regulatory Challenges 

AI エージェントの社会的影響への関心が倫理的研究を促進している。例えば、AI エージェントの

倫理的設計手法として、トップダウン（明示的な倫理規則の実装）、ボトムアップ（強化を通じた倫

理的行動の学習）、ハイブリッド（両者の組み合わせ）の 3 つのアプローチが提案されている。また、

エージェントの自律性・意図性・責任が倫理的懸念を引き起こすため、モラルチューリングテストに

よる道徳的能力の評価手法が検討されている[76]。 

AI エージェントの社会的浸透は、教育、医療、行政といった人間中心の制度設計にも再検討を促

している。2024年に制定された EU AI法（包括的 AI規制法）も一般の関心を集めている。教育で

は、生成 AI の長期的活用が学習者の思考スタイルを変化させる可能性があり、教員と学生の関

係性や評価モデルの再構築が求められている。また、エージェントへの過剰な依存によって、創造

性や共感などの人間的側面を減少させる懸念も生まれている。 

さらに、生成 AI がサイバーセキュリティに与える影響は「両刃の剣」として分析されている。ジェイ

ルブレイキングなどの手法で生成 AIの制約を回避した場合、マルウェア生成が可能である。一方

で、生成AIはセキュリティ運用の自動化や脅威検知などの防御面でも活用できる。このことは、AI

技術の発展に対応した適切なセキュリティガバナンスの必要性を示している[77]。 

社会的存在として登場した AI エージェントが、人間の行動や価値観、制度にどのように作用し得

るのかを分析し、技術の発展に伴うリスクへの警鐘に耳を傾けることが重要である。大規模言語モ

デルは真の知性とは異なり道徳的思考ができず、科学と倫理を損なう危険があるとの警告がある

[78]。超人的 AI の実現が人類史上最大の出来事になり得ると同時に、最後の出来事になる危険

性すら指摘されている[79]。 

5. Conclusion 

本稿では、AIエージェントの研究を、AAMASの視点から紹介した。LLM開発に焦点を当てた多く

のサーベイが存在する中で、本稿は研究者に理論的背景に基づく長期的な視点を提供することを

意図したものである。同時に、このサーベイを通じて我々自身が得た気づきもある。 

例えば、反応型モデルや分散問題解決モデルでは、LLM研究者は熱心に LLMの進化に取り組

んでいるが、過去の形式的モデリングへの理解は限定的である。一方、熟考型モデルやゲーム理

論モデルは LLMの取り込みが有望視されるものの、研究報告は限られている。 

また、LLM を進化させる研究は実証実験に重きを置き、明確な理論的基盤がなくても、迅速に実

験し結果を公開する。このアプローチは、深層学習以降、実証的研究が重要な社会的貢献を果た

してきたことに起因する。一方、理論モデル研究者は、実験は形式的フレームワーク内で理解され

なければならないと信じている。そのため、自然言語による知識の表現や推論の導入に躊躇があ

る。 

今後は、文書生成、創造的芸術、ソフトウェア開発など、LLM の実用性が明確な領域から AI エージェ

ントの導入が進むと思われる。しかし、その先に向かうためには、自然言語を扱う LLM と形式的アプロ

ーチをとる理論モデルの融合、すなわち研究コミュニティを超えた協働が不可欠となる。AI エージェント

の研究論文は、機械学習、自然言語、AAMAS などの多様な分野で発表されており、学際的な広がり

を見せている。 

重要なのは、本サーベイが、堅牢な AAMAS の理論的フレームワークと LLM の実用的な能力との明

確な統合を求めていることである。AAMASの自律性、協調、意思決定に関する基礎的な理解を、LLM

の前例のない自然言語処理および生成能力と組み合わせることで、AI エージェント分野が現在の経験



的視点を超越できると主張する。この統合は単なる学術的な演習ではなく、現実世界の問題に対処で

きる、説明可能で信頼性が高く、倫理的に健全な AI エージェントを構築するために必要である。この統

合された視点は、確立された理論が LLM ベースのエージェント設計に枠組みを提供し、そして逆に、

LLMが AAMASの長年の課題に新たな解決策を提供する。本サーベイが、時間の限られた研究者に

とって、異なるコミュニティの研究活動に目を向ける一助となれば幸いである。 
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