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1. Introduction

Al T—U U MARIERIFIDOGWREZZRIT TS, KRY—ARATIE Al T—Dz U bEER
(Concept) , % (Code) . ZL THEEE (Commerce) D=ZDDEmMBEEIL. COTL—LTD
—JIZE DWW TEREDO X EARRNIZEET L LEBET,

Al T—U DB E R (Concept) & 40 F LU E(Z47-> T Autonomous Agents and
Multiagent Systems (AAMAS) 3B THIR SN TE 1=, HHIE DB TENEE (Distributed Artificial
Intelligence) &EFFE (X4, 1980 F R IZEMRET /L (Blackboard Model) [11&22#rvbT ORI
(Contract Net Protocol) [2]&EWVo=BAR MR FE o1z, CD H EF (L. B A% F K (Autonomous
Agents) DFIWFHZ L. B KUHE D F 4K (Multi-Agent Systems) (LK BB - X SHEFELI=F—L
PHBOR LW TIB RHET—IEIR KL TE = (Section 2 TEH) .

FEFAMT (Code) DERR T, KIESEET /L (LLMs) DEIGH Al T—Dx U bDERIRATAEN
#EIMIZE 1=, Transformer 7—FTIF¥[3]DZBE AL GPT VJ—X[4,5|~DEE(L, Ei
E7 )L (Foundation Model) DI EZEEIL . ZHLBSAY—ERANDI7A o Fa—=2 5 Hifie
TAVTRIV =TI 610 RRIZES LIz, LLM [ZBERSEBEEXAVV-AERE X EEET
BEICL. BRXGERHNBEMALLERBHROERICEN oz, HIZEKY. LLM [FEHRMAEK

' ARIERE DEMIXDBEARERTH D,



LICERZELV- AAMAS IR EBEHRLDOBDFEEEAZE T HRIREMEMNH D, (Section 3 T
FFaf)

#1234 (Commerce) D Tl&. Google %2 Microsoft DT YY1 %+° McKinsey FDaH )L
TAVTEEMN Al IOz U ERADREEITOTVS[7]. COBLDERIZIT. SBEOE
EXRNT—970—ICT—Cxz B AT HIETRIBLEIFILNEAFTELINLTH D, Hifiid
[Z1& Model Context Protocol (MCP) [8]%° Microsoft @ AutoGen [9]FDF-HIL—LT—ID
BAN Y—ERIVEa—T1 &% —FLD2D2H5, — AT, MEBMNHERE. TS50/ —, 55
IS~ DHEFDRELFET H[10,11](Section 4 TFR) ,

LIM R—ZADI—Cx DR FELGRBMESICEICESZ L THMOY—RAEFELY, K
B, INoDRERNFEEE AAMAS OEMNTHEIL SN -EROERITERT 5, LLM R—X
D7 TO—FEEBE NIV MSE A LICHATRMIZIVEV S TE5ET. BEDI Y
FZELYERCEREL, RAROHEMNRZETEL. BRICE DV ERMLE Al T—Cx U MIRE
SHHETEEERL TS, COBENEE AL, BEMZRINERZ T AI T—2zU b0
BT BE AR ERITT B=DICFARTH S,

2. Concept: Theoretical Foundations of Al Agents

LIF Tl&. Weiss [12,13]. Wooldridge [14]. Shoham and Leyton-Brown [15]0 4 R AAMAS 73
FOFELGHRELZEIZ AIT—UUM0 8§ DOERMNER (BRI —CUNMIETS 4 DL
TYINFI—VI o RTLICETS40)&FRT,

2.1 Core Principles of Autonomous Agents

BEI—VIUMNI REZMEL. RBEREICESVTREEZTL. ML TITEIEETT S8
NEFIHEEIRTHS,

RISEIET JL (Reactive Model) : AR CHREETR-T . RETZANELITHZER
FTEETI, VUTIWERIGRI—Uz U MIRE-RIGIVE T TEEL, TBIN—RI—Dx
VMEEDAS—aAVR—R MDA EDLENERHTIRIBVERIFRT S, RIGEETILIES
W CBRFELEN, BHEHERRICIIER N H S,

BERET )L (Deliberative Model) : BRI RET ILERRSHNEMBRIZZEG. RENH
WA BELIREELTITBHERE T HET L. BDI 7—FTIFv[16,1 1AM KRHIT. T—Dx
MIBREBEOREFESELTREL, ERTREEEZEBOR) M EFMLERERRLTITHT
B, AERET LB ELHBATEED, STEARM E<BIRIREEICAIS TELLY,

FEB 77—+ T F+ (Layered Architecture): LB EZHFOEBDEZHAEHE. RICHE
LRAZEMDNSURERERTIET IV, RISHETLAEN, REUZ LABNELT L, KBH
W FZEMEL . BUILELANIILOUNEAER - TSNS BT —FTIUFvIIEHRLTIRET
DEBGITEZAEEICT S0, BREIORABNRBELLS, ORyMMIEICALSA Y TS T
AV T—FTIF¥[18|TIE. LEEIREICISCTTRELINHT 5,

FERETIL (Learning Model): #EERZEL THBLITHZEZHEL. REOEILIZEIST HET
o Za—FIWRYbT—FEB IER /NI — U RBHEATREICL  SRIEFE XHMES E AT
RITEHIRD O RBETITENBGER (policy) ZERT H[19], FEHET LI, BRIHBENTELLIR
BTHLEMERBEZAY FBICHREZE T -0 EIERENMEVGEEAH S,



2.2 Core Principles of Multiagent Systems

YNFI—DIVMNRATLK EROBRI -V M HEEERL. RIBEZ/ABL. B AFEI5HRSE
TBEVATLTHS,

P EREIREAERE T )L (Distributed Problem Solving Model) : 8D T —U 2 hAMHREAL TKRIRE
RREEEDE- HHNIE T HET L. 2 EHIFIFE R RARE (DCSP) [20]%053 Bl #9 5@ 1k (DCOP)
21]TIE. PREEMGFHIELZLIC, ET—O U M BRIMARBREFHERVGEL S LA RE
ZEIET . SHBMEEEOTILFI—UzU MDP22]IEFEEE T TORBANERREE
"5, P EFIRERRRET LTI, HHMEIZL DAL EBEF—/N\—ANYRDRL—RATHERET
LDRELLS,

47— LIBFHET )L (Game-Theoretic Model): T—U 2  MEIDERR MM EEZHEEMIZ0 TS
BETIL. BRI—TzUMNMIBEOFERKNIEZBIEL. thEDTEZFALTERREEZTS.
AT —LTIERRERSZ. EHRAT —LE TV a6 E. BYRLT —LOHERS—LILEH
MEHEEERES T 5. Tz, EELWEREERT 7 —LDRFEAD=XLTH A&
FEIENS[23]. ¥ —LEBHRETIILCTIK. BRLOEEEDRELHEICE TSREESEEDY
vy TDEREE S,

MI5ET JL (Market Model): fiGREBZANVTCI—C UMD EREBE S EIHAEZERTHET
o By TORIILR)EZRID AR - EFICKDEMEY HTEZITL, ZHTOMaILITIR
EIBEDEBELLICKYEERRERET D24] A=V a BRI FENLGHIBZEEERL[2S].
Market-Based Programing[26]I&Hii5Z @ L= &ERE R E1T3. MIZETILTIE. T—V U DB
BREIITEIC K DTIEDEAP . FELIFRT COMEHIETHRBELLED,

#H#EL AT ET )L (Organizational Design Model): T—U U b EHDEEEHRAAN=X LFERE
TEHETI BEE. rvbT—VE EERELGLEDHEBEETBLCRIILERZHMELLT S
[27]. ##8k D B 2 5% &1 (organization self-design) Tl&, T—I U MMVREELICIGC THRBEE
ZEMICHEER T S (28], MBERETETIILTE. T— b0 BEMLABMHIRD/NTU X,
BLUBMREANDEIEIEEEFT LORETH D,

3. Code: Engineering Al Agents

KFEEZETIL(LLM) DHERIZKY 2 ETHRAEHRHEBOREITBEWVTKEGNTT A
LOTEAEETNSD, LLM O BAEFLERENT, BXAMBI -V NETIVERANGT
T)r—2av|ZE BT HEVSREDREEERT HAREEEMO TS,

LLM @ Al T—Uz M T H2EMOE— (L. BASEICIOAMBRITTH S, NITEo T,
REEQORBETHo-HBEBRLILRYY (knowledge acquisition bottleneck) ASEER(ZRI AL VIR
HD. BT ERMGREA 3 —T1—REBLTEHRARRELEZR LSEH[29]. E=IC BE
BROMBEHRT HEHMERDIBEICF ST BH[30], F-. BASEZALV-HRITRIE R
BETFEDL00, EHFDEREMBADT IV ERE/TGEET S,

3.1 Incorporating LLMs into Autonomous Agents

Chain of Thought (CoT)DKSHBELRTALTRIU TV THEMIE, LLM 2XTv T4 R
TYTDERICEE, ZTORENEKIBICA ESE T3], 32], E5IZ,LLM ITEERBIZEEZRDHLD
TIE7%<  LLM [ZETEI L R OB RIS E ST DR IGAZZBHMMBENERSNA TS,
Z ZTAHEITIL., Autonomous Agents DETILIZHITT LLM AEDKSITE LTSS DDOHD
MEEET D,



3.1.1 Evolution of LLMs toward Reactive Models

RISEEETILAD LLM OB AL, IREECIIMEOLIEEEDEIORETHD, —A.
LLM OEELEREEBEMBLEERREEAIZAI IT—CIVMOERDOE=OIZRMAELELY, S5,
RIED LLM O &4 EEIE XD N TA—I U AX vy TE R RITHEOH TS,

Toolformer[33]Tl& LLM MEHRLTIRBICHLT 5O DNEY—IL(BE. RRIVDU AL
UE—E)DERAAEEEENIZEE TS, ReAct TL—LT—[34]1E. BEDOEBIZMZ T,
Hmme #mEMERIN#RTOEX (Tthought) EMEIENS) A B HE ., XAREL TURE
THLET. READEIGHITEMEFRTBEICLT=, VOYAGER[35]I&X. U7 VT4 R1TEN R &
FEANZXLDEHEDLEICKY . BEMICRERZETFLEIS TESZE%F Minecraft IRIEBE TR
L=,

LLM ZAWRIGEETILE, S& BIEEOIVBRCTBNELGE BRI VIV MR
DEREMETHLET. SO ESHEAFTES, R IL. Believable Agent[36]0) XARTHZE
SNFzNN—=YFT4EZEAL. Big Five ETILIZEIKAREFEEH 5T HIET.LLM DT
LEEA . BREOELICEST —EHDOHIBERREELERTES[37].

3.1.2 Integration of LLMs into Deliberative Models

AERET JLICIXEREGHREET BN RRENNFTARTHS. LLM (DR FIZHWLVTKREL
A E RL TS — AT, EELGRMTMNEBLHEZA TS, LLM OFRIFEE SN E
HITRBARICEEMFIN TSN, EEGHBOERIIKARELTHETHS,

BDI 7—XFOF¥IZ LLMZEB ALV AT L[38]Tld. BRAEETES - K- ERMNZR S
b, Fl-. BAEETRERLETSUNETAIREL T OIS ALICEREIN, ZOHBTOEANE
REETHHASNDG, ZOE-H HEBEII -V bOEHEB S ZHIFH TES, £f- Formal-
LLM[39]ld. XARBRAETEZON-SEEF Ty a8 oA —r b IZE#L, ZOHIT
TLLMATEIREIRF1TS5. cNIEE RN ERESLBARASEEBROMADRMEEFRLELSET
LA THS,

BDI R—XD77A—FEHMTLT. BELRTOV T T4 BT OB MR AT LEDHE
BEDZHLETITO—FIZELY LLM OREBRE DR EARSN TLVS, STRIDE FZL—LT—%
[40]l&. LLM (28R Y— L EERSEERREMEEZR M. TILOTREEEZSOT7/ILTY
ALDIZaL—avIZFEIILTLVS, Planand Solve[41]Tld, LLM A RAREZR D - H D EHE%E
AT 570, HFCETHEDBIEZXE R TES, SELF-REFINE[R2](X. £ LI-EIZIIxT 57
1—F\wHZ LLMBSNERL. BEDBEFZEYRTETHEZRLIES,
BRERETILAD LLM AN FINTULEA ., BAREEOEKREOEFNICESHRTOER
DRI D HE A EREB TH S, Human-in-the-Loop DY R—IZ LD EASEHRERLANHER
OB FZEB|NEIREELY  MEBDRMEHEF DIV EFNEIEATIFEIND,
3.1.3 Integration of LLMs into Layered Architectures

BERET7—XTIFvE. LM #HSICEVWTHESRLEREOREILERRT S5 NLE7IO0—FT
Hb, TEIARMDEL LM #EHEIZEEL, THBICEIERLREE AV R—R VN EERE
FBHET, HREENERIGEEDNSURERRT B,

BPIZIE. LLM 2R 3 BRBEDT—FTI/FvARESN TS, LMD Slow Mind (3
KIFHE LLM THEBIN ., G T ERHREEBMETEZFIE LT 5, BRIE D Fast Mind ] (X8R



Z LLM ZA0., L EBOHBE—EOTI/OT7 I avIZE#RT D, & FARLEB D Executor ] IEHE
KOREER)—THERESN SURBESORFT7IIAVEERTTH, CNITKY EGET
LLM DFEHGHREENZFTRAL DD U7 ILEAAL LDITEEIRI A HEL D> TULVS,, Overcooked
F—LTOFHAEIZEY ., YT LI LENERINDRE CTHRMICEMET HZEMNTREINT[43],

FEBRI 77 0—F (3. LLM OB WMERBENZTFALLEAS, D RTLRAKELTOIREREZRD
T—FXTIOFYLEDIXTHY . BRRGT TV r—2av R AU THRTHAHZEATRSA T
®o

3.1.4 Evolution of LLMs toward Learning Models

LLM &8 E ORERIL. 38t REICL>TLLM O hERET 5[44]. LLMEF AL THRIEE
BETO[45]. D 2 BYLHSB, LLM DT SAUAVMIRIETHAD ., FEOBELEXERETH
%,

5l Z (X, Decision Transformer [XFBIEFEES— 2 RAETIVUVRBIBEELTEERIEL. B IR
BN DD BTN — U RETFRITTREIC LTz, #ERZHE LTS LLM [ KIRELT20. #HF
BDESGINGA—ZEHFHIETHT . ROWR/RADANELDINETIFRAMEERLTLS[46],
Reflexion [47]Tl&. #HmEIELT S LLM EZDRERFFTMT S LLM, SHIZFHEfFERICE DL
TAREFE LTS LLM AREIN TLVS, Retroformer [48] TlX, 512581 E D I#EsEHHE
AHAEN . AEH LLM Q/RSA—2EBIFNThHN 5,

NBDTIILTYXLIZEDINT, IEEIE LLM RA—2QO77O0—F2aRyrIT2ISERLT
L)%, SayCan [49]TlE 551 EDEME (T3—FFEI T T—TIITUF) NEBRIICE RSN, B
REFBICLDETRICHLESIENERSNIEEZ LLMAREHT 5, REDRET TORITH
BRI EL TEMEANEIRESN S, EUREKA [50]TlE, LLM A%, IRiEZ L=V —Ra—K&R
RVZERBLIE-BRAEENoBMBRIERHEZERL. SBILFEEDIFEERET—R/\vILTH
B9 %, HRAGIRIET B%DARVIZEVWTABDOFEMRE LAY, AUEILGE DREE#GTIRE
#EHLT-,

S#IE LM LRIEZEERAEDHE. BLANILOEBEMFIEREELNILOBELNZEERE
TERRDNELEEZOND  HIAE, BIEFE IV MIRELGFIIVI TLLMICBIER
KB [51]o TILFI—U o biibE (MARL) [52] Tl LLM [2&>TT—P U Mo D153
MRESN D,

— A, BIEFEFERELTLC. BRBRFEFAVEERIRESN TS, T—U 0, JIE
AR LRREBREFINEL., BASECRESN-MBZME LRERRICFIRAT 5, HEpHR
(SEALI=ECAH, IT—VoMEITRTSLSN=-FIELZLICEH L REEMRL. BREBROETREIC
FEWNEDRENZER LESET[53],

3.2 Incorporating LLMs into Multiagent Systems

LLM [FEREFZBENZELTIIILFI—VIUM AT LZEIEL, BEHATOFERAMZM L
SEHAREMEA DD,

3.2.1 Evolution of LLMs toward Distributed Problem Solving Models

TOVTMERWVT LM [TEBD I -2z MORD BV ERMEE (REMLETIILFI—O
FRTLEBESTIMENEATNS, CNSEOMR T, BUIIFZSSNF-TAUTHIKY,
E—Q LLM ATERI -V OEEERZREL., 2 @R RISERATELIEN TSN
T,



Chain-of-Agents[54]| Cl&. RX DB (ANM—I2 8L n) EEHIZHEN(BZBHL DU 8%
k<<n)L. BWMZELLITI Pz MEETE, KEI -V MIRIO I -V MO ERNER
(THEY. BEDOEEHHEHELTRANMEEL RBMICEENERIND, CHIZKY . BRG
BEDEEREZHIZLODHERMEE 0D OMK)IZHLBL =, £t-. SHLRALREN—E
MOWMAEVELTHIERBBXDER I EWSEMTREICRYBORELHB[55]. B4 D
I—UxUMMIERBRIVYFTEE) LY THBSESIE T HLHLBEERYIRL, SHRMELRE
HOMHETEN T/ DERKIZHEIIL TS,

AutoAgents[56] Tld, AFT—C U M ARVICIELTCEIMNICT—D U MEERT S, £
Drafting Stage TARVIZIGLTEMI—U o M EREN S, KIZ Execution Stage T, CNHD
I—CxVMEETRICHALECEZHET S, M EREZ (open question answering) 128UV T
GPT-4 1239 DIFEIL 76%. BIEMGFIR Y THIEER LZRL =,

— AT, D HEERROBRNTITO—FAD LLM OBEANEFLEL DL, BRASEDE
HERAXWHPOTEES 2T ILT)VXLOEESRIEORESLHL-OTHD, SEIT.
MEZMAEL-2BEERRODFEDBENGPFINSD,

3.2.2 Integration of LLMs into Game-Theoretic Models

T—LERET VIMERHICHBRNGEIL—LD—0ZRBEETHM ., LLMIEBEASEHREZELT
FYRBLGT7TO—FERETSH. LLM (37 —LRKRECHERZBREE CRE - BHEL. BF0EE
ZHRL . BEOMBICE SV TRAATBEZHETED, TNITKY, B GERET LEAM
DEIEHMEBEE/EL T DH-LRIRREAFM? NS,

LLM DOEEHMERRERNZHONILHET 5O 5 —LRHT—o70— |[STINMRE
SNTWS, AADDLUTE 10 BEDTLIERY —L &, Deal or No Deal (LA —WT AT
LDFHBZELEASHEERET D) EEIENEFELERY —LERAVTEHEATTH =,
FEHIRIER. RAMEIFEME AMXABEHFELTEARERBTEETHILTNTF—TUANK
MEIZmLELTz, TRERYT — L TIEFT Y EEREM 45%—76%IZHESN., FELFERYT
—LTIE 100%DEEREIFIFZ/NL—RELHEEZERLT-,

AVTUOVERICE T4 ST T — LERTHMLIARIE. ABEER Al OHAEFREEETELT
LNB[58]o COFAERTIEL, AR Al ML=V TA2—ELTARBERET B BithER R 1E. &5
TA3—MER AlY—ILDEAZRIRTE L TIEMFRF IZRFAL TS, METIILTREL9%E
AEFEEL. IEDENIIIAZ—(FER Al [ZBITTEH5—FH . BELGREZFEOAMIT/4—(F
ZyF B TERELGIVTUVELEEL. CLAERTDHARENAHLIIEATEINTIVS,
T—LEFRETIVIC LLM ZHA T DA (FEIKRSG — RS L 2RI TV B[59]1HY, BRI/
FEREMTH D, S BEHERRECAN=ZILT AT, NEEBRT I
EYEFENSENEAFTFIND,

3.2.3 Integration of LLMs into Market Models

MIHFETILTIE AL T—Cz 0 MASTHIBISS L., TOMBEHRIENZRVTAILERERERTE
FTEBLENEZONS, A=V a3V BEBETCI—C s bDIRSAEWETEHET 527 —LT—IHNR
EIh, TEFNOEE, REINGBEETHEOBESHM#IF. RAMEBOTEITALET Al
I—xbDEEALFEZRINTULVS [60],

LIM A4 =93 & BLTLENRAZERT HEHAICETEIAENZIZE LTINS, NIE
LLM ZAAIT—C o M OTIBHREHZAVAD TIEAL LLM BARELE TSV I+—LELT



ERYTAEATHS. HADHETIE, LLM AERTEIXED—IUERSMELERELT
BRETDFEMNMRESN- HIZE, BRHATILEDOHREREZSHLIDMICREETALLL
FEERNEILTHELLM FEDRHITR S TXEZEMT H[61]. LML, COFEEFIAVTY
VIREEVSREMBBEZZ AT,

KYkgEEIh =7 O0—F LL T, Retrieval-Augmented Generation (RAG) [62]Z AWM =IL&#HE D
L—LT—ODHB. MU HEREEHREETHIRDYIC. XOBEELGREDHEFE T AVMEL
ERELTIRDS e COANZXLIEAFLEELBEEMRTICE DV THEERMIZAEZERL. LLM
NEENTEEZICEICBRICHAAD  BIRMIZIE, COET AV = avdx g
KEUETRREL, DEEEAFEDNTVRERLGNSA T O EMMEEMHFT L. X
SEEFMETIE, B EH D REDRL—FA IMNEASMHE-TINS, B—REDBEYIRLA—Y
aviFENEELEH ERLEA I avFHARENEL,

LLM OTHISETILADIE (XHERFEIZH 5. &L, LLM DT EEH M CERAMIRIE~D
fEsstE D mARA EATF SN B,

3.2.4 Evolution of LLMs toward Organizational Design Models

BB ETIVIZEWTLLM R—XDI—J U MIRHIDHWEEEFLESLTINVD, JILF
I—x b RTLDMBREREHCX, A2T 00T hE AU =80 B © 5% & (organization self-
design) . KIBEEIILFI—Vzob2al—23y  ZLTHETEHCREDRIENEEND,

Criticize-Reflect 7L— LT —2[63]Tl&, LLM AS B 2RI ZRE B AIHR M E tiZE L TLIK, Criticize A
XEEBEMNSIETROES. AEFAEFORERZHMEL. Reflect BNFT- G HBEEOCIZ2 =Y
—2av)—ILEELTOVTREERT S, COTL—LT—HE, F—oiEE 08 —4 —
DT EECHBREEEZEAHL, XK 30%DIERELZZERLI,

KBTI FI—Vzob2al—2a AN TV, NYC ERD COVID-19 FRITREDIT
FHABRIN £ ERI—JU MBS (F#. HRGE) IC&>TY L—Tksh, &5
IL—TDITEIA LLM [ZHRYRLIBE SN S, RIZ. LLM AERTHEZD S LERS IL—
TOEBDITERHEHTET D, LLM DEZEDHENE T IL—TDITHRMERT LIRET S
ET. KBS ZAL—2 30 DEMGEEFTEEELTULNS[64],

— A BEANZZXLICET RSO EZHERNERIATNS, FIZ . ELDHMEREYE
(easy-going/overconfident) & B &/ V32— (debate/reflection) #HFDI—V U hEflAEHE ST
LT, EMREHBBEN B TES, COMARTE., BRI OBRFIBBEF D=ZFKDOTF—L4
NENT-HREERLEERESIN TS [65], T—CzV FOEEERANOHESMIREA RS
NBZEEEBMITRUEAELH D, 25 ADI—Vx UM &BMB T —LEZHRLER. &
BOWMARAUADIE . EARNATRABENT =, DEURT IV—THREOEEFHETED
CEHHERSN TULTELREN66], T—U U A BEMICHEDREZRZER L. BIFRMETHERE
TH}ERRIL-LTIMRLH L, BRELIEL. ThOZEHELIZNA (reflection) ZAEK T 5
CET. —EMOHLARAMGITHEEZRFEL . ABD KT/ N 23— RLI[67].

BRSO EIIB R TIIREBRMNBENEN, FIZ (X, ChETICRESIN-THEMNEIRE )
N I—CzUhORBEEAMSBIRSN-2ON . LLM OBRIFEMNEICHEITI220H. H
BULNE Transformer 7—FTOF v DANZXLIZLBEDMNIEBAFETHL, S AT LO—EVER
ELTEDOEH D DERBEZHS Ablation Study %, BIFEMITEIDREDEET 5F-HICT—P
rEIDAZI2 =45 — 3 % HIBRI S Controlled Simulation ZEF AW =S A EF SN S,



4. Commerce: Al Agents in Business and Society

MEEN AIT—Cz O MARICBER TSN TS —A T, ERAMNGEHRED. ISV I 7R
EDHEETRRTERLTLNS,

4.1 Revolution in Service Workflows

REDH—ERT—H70—(L, BRIICKASN-BHUEFIECEDINT, Y —EXPY—ILD
FUHLUIEFZBARBICERT DRENHOT=[68]. COFEL., ELTIEHERNELCI—H—
BEROEICHEHAEETHY . EH TIAVTIAMRKEOLIE (T HBEREICRITH,
[ZxL Al T—U b, BRASETEAON-BHEERAL. AR VEHMICH R - BEL.
NEY—IIL DI —D U EEELTEENICT =070 —%BE-ET T 5 - L0Eas%
RBit9 5,

Al IT—UzVhDBEAPFELTIE.LLM [2&BY I Iz 7RRICT—U70—%B AT 5 &
NMEDERADEFIZEITL. ZHMESNTLVS, MetaGPT [69] Tl TAF VI R—D ¥ 0HKET
E RARELEDREZEHED>EHOI—Cz VAL, VI Iz 7HRREZEITT 5. 6
ChatDev [70]Tl&. CEO, CTO, 7O 5%, LEAT7 . TRED 5 DDRE ZHE DI - M
B35, BRERT-O—T4VT - TFAMD 3 D2DIT—XIZHEIL, HIT1—XTELZLZEFE DT
—DIVMDREEERRYRL, IT—OFRLUEELRR - BETSH, TV EEIZFTHA
HARZERLASILIZKY ., BTAIEEGI—FEAERT 5,

TS9N IA—LDEFETT)r— 3 L TLTEA RO =, AutoGPT[71]1%. BASETE
Aont-BZEEICHENGEY T IRVEBBNICERL. BEBELRRATYIE#BERMIZETT 5.
BabyAGI [72]I&. 2RI DER - B EIBRLT T - RITEZEMAT—S UM PHEL . SHEMIZOE
EEDD, VTN TEBLYLTVRICEY. T—Cx o bR AEEDORREMEE R LT,
AutoGen [9]lF. REIDELZEHDI—C U MR EEEL TR AL TEIRIERERT 54—
=R IL—LT—IThHD, HEEHNRI -V rDEREEZERL. REE/\ 22— %HKET
BIENTED,

Fh KDY —ERD—970—TlE, By avdFCXARPCHBEZRIEFTIONRETH
2ofzo ZHIZXF L. LangChain [73]IE K HEAFE1E (long-term memory) BEREZ (B 2 . B E D XIEE O ERE
DRF-SREAREIZT D, INITKY . BIgHGEIRIEST. XARICIELEE . EEMNEOE
FRAGENTAIEELLGY . FED—EMEEBMBOBRRKERZD, GH. RICHFEINT:
LangGraph [74]l&. BRI —2 o bDT—I70—% 7 S7BETRET 5,

Y—ERBEDIRNEEOHLIERD—DH API DIEE M TH 5, Anthropic NFEEL TRHFL
1= Model Context Protocol (MCP) [8] I&. W—ILOHY—E RD#EEEXT 73V 1ELTEEL. 7
DAE AR PCTHIREHERRT S — NG F—T1—RERETSH, COLMAITKY. T
— DIV MIR RS —ERDBEPEHFEZATMICIBEE T L6 AX—TICESWTEYRY
—ILEFIRL, UL, #BREERT HIENEEL G D, T—U U MEIETE AP MO E#M%
BREZFEELELAL, BRENDBNICH—ERT—IT70—%BE-RTTESK3(124H5,

Al T—Pz o bDOY—ERT—970—(, VI IR T TEEHELFTEASIN DD
BB, 12EZIELT—LIREBETOITEIERK 3510CHENRRXZIE [71512ELEIFENDS, . T—
DML, BryfEmtE. BIROESE., AR BRSO ST EEN L. BEMN DR
BO—970—NEREAREIZT D,



4.2 Ethical and Regulatory Challenges

Al I—VzV MOHEMEE~NDOELDNMBEMARETREL TS, HIZIEX Al T— D

MBI FEALLT. T A DY (ARG MERAOREE)  RbLT7YT GREZEL TR

BHTENZE) . \ TV ([EZEOHEAEHLE)D 3 DOT7TAO—FHIREINTIVD, Fi=.
I—Crx O EEN - ERE - EESREBENESZSIESEITO. EIILFa—2TTARMN

K HEEMEE N DOFHEFEZMRET SN TLVS[76],

Al I—UzVbDOHREMREIE. BHE. BE. ITREV>ZAMPLOFI EREHLERITER
LTULV%, 2024 F(ZHIFEESMNT= EU ALZL (BIEM ALIRFEE) E—ROBELEEDH TS, HET
X, £ Al ORBIMERANEEEDBERIAINEELSEDAREENHY . HEEZFEDE
FRECFHEET ILOBEENSRDONTNDS, Tz T—V U A DBEIHKEFICKHS T, BlE
HORBRLGEDARMAERZRLSEIBRSEEFEFN TS,

EHITVER Al DY AN—tF2)TAITEZHFZEFXTRADR I ELTHMENTIND, VA
WILAFTREDFETER AlOFHMERBLIGE . JILVITERNATRETHS. — A
T ERALREF 1) TERDBBECEBRIGEDHEE THLERTES, D&, Al
BiftORRICHIELI-ENEEX ) TAHNF U ROBEEERLTLNS[77],

HEMEELLTEE LI Al T—2x M, ABIDOITEICMIESR. FlEICEDLSIZ/ERALE
SDOMEDFHL. HiTOREICHIVRAIANDZBEICEZEITHACENEETHD, KFEEET
TIVEEDOMHELFEGZYEENBENTES | HELREBEZELGIERILHILEOZEELHD
[78]. BAK Al DEBRAANER LRERDOHERFIZHEYFIERFIC. RBROEREIZLHELER
M SIEREINTLNS[79],

5. Conclusion

ABTIE AIZT—C O FOHEE . AAMAS DR A MSIBN Lz, LLMBEARICERZ L TE%<
DY —RANEFEETHD T, ABIEIARE CERNERICE KRN GRAZIRET I EF
ERL-DTHD, BRI, COH—RXAEZ@BLTHELABENFERITELH5,

BIZ I, RIGEETILODBEEARET ILTIE. LLM BZEE FE0LIC LLM OE/LIZERYHE
ATWEN BEDOHRMETIVI ~DEBERIIRENTHD, —A. RERET LT —LE
WET IV LLM ORYRAHDNEEZHSND DD, HRBEIFRONTLVS,

F= LM ZHELSEHSMREIRARRICESZES, ARGCERMIEBNGTH, BRICE
BRUEBRZAFY 5. CO770—FE RBFE UK. RANRESEECHEHNERERS
LTERILISERT S, — A BRET UMREE. RRERAHWIL—LT—IRTEHFSN
BRIFNEELRNERELTINVG, ZDT=6H. BASEICLIAHDRROHERBDEAICEELH
®o

SRIT. XELER. BIEMEN. VIR 7RAREGE . LLM OEAMEIBHRELEZENS Al T2
VRDBANELER OIS, LAL. FOEIZAMNI=HIZIE. BREEERS LLM ERXNT7 IO
—FEEDERETILORME. THOEMEIAZI AT ZBA RN RARELED, Al T—-DT 0k
DT/, EHFEE . BREE. AAMAS BEDESHEIBTRRINTEY., FBHRENY
ZRETWS,

FELRDIX, KY—_RAD, BFEL AAMAS QEHRHIL—LT—9E LLM OEAMTEEHEDHA
M EERDO TSI ETHS, AAMAS D BN, 1H5H. ERREICEHTIERNTIESRE, LLM
DEMFIDENBEARSENESIUVEREEAEHAEHESET Al T—2 0 M BFAIREDRER
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Lo T BRDOZ 2 =T OMEFHBEMITH—BIELGNIEENTH D,

References

(1]

(2]

[3]

(4]

[3]

(6]

(7

(8]

(]

[10]

(11]

Erman, Lee D., Hayes-Roth, Frederick, Lesser, Victor R., & Reddy, D. Raj (1980). The Hearsay-
II speech-understanding system: Integrating knowledge to resolve uncertainty. ACM Computing
Surveys, 12(2), 213-253. DOI: 10.1145/356810.356816

Smith, Reid G. (1980). The contract net protocol: High-level communication and control in a
distributed problem solver. IEEE Transactions on Computers, C-29(12), 1104-1113. DOI:
10.1109/TC.1980.1675516

Vaswani, Ashish, Shazeer, Noam, Parmar, Niki, Uszkoreit, Jakob, Jones, Llion, Gomez, Aidan
N., Kaiser, Lukasz, & Polosukhin, Illia (2017). Attention is all you need. In Advances in Neural
Information Processing Systems 30 (NeurIPS 2017) (pp. 5998-6008).

Radford, Alec, Narasimhan, Karthik, Salimans, Tim, & Sutskever, Ilya (2018). Improving
language understanding by generative pre-training. OpenAl Blog, June 11, 2018.
https://openai.com/blog/language-unsupervised/

Brown, Tom B., Mann, Benjamin, Ryder, Nick, Subbiah, Melanie, Kaplan, Jared D., Dhariwal,
Prafulla, Neelakantan, Arvind, Shyam, Pranav, Sastry, Girish, Askell, Amanda, Agarwal,
Sandhini, Herbert-Voss, Ariel, Krueger, Gretchen, Henighan, Tom, Child, Rewon, Ramesh,
Aditya, Ziegler, Daniel M., Wu, Jeffrey, Winter, Clemens, Hesse, Christopher, Chen, Mark, Sigler,
Eric, Litwin, Mateusz, Gray, Scott, Chess, Benjamin, Clark, Jack, Berner, Christopher,
McCandlish, Sam, Radford, Alec, Sutskever, Ilya, & Amodei, Dario (2020). Language models
are few-shot learners. In Advances in Neural Information Processing Systems 33 (NeurIPS 2020)
(pp. 1877-1901).

Liu, Pengfei, Yuan, Weizhe, Fu, Jinlan, Jiang, Zhengbao, Hayashi, Hiroaki, & Neubig, Graham
(2023). Pre-train, prompt, and predict: A systematic survey of prompting methods in natural
language processing. ACM Computing Surveys, 55(9), Article 195, 1-35. DOI: 10.1145/3560815

Yee, Lareina, Chui, Michael, Roberts, Roger, & Xu, Sandy (2024). Why agents are the next
frontier of generative Al. McKinsey Digital Practice, July 24, 2024.

Anthropic. (2024). Model Context Protocol: An open standard for seamless integration between
LLMs and external data. https://www.anthropic.com/news/model-context-protocol

Wu, Qingyun, Bansal, Gagan, Zhang, Jieyu, Wu, Yiran, Li, Beibin, Zhu, Erkang, Jiang, Li, Zhang,
Xiaoyun, Zhang, Shaokun, Liu, Jiale, Awadallah, Ahmed Hassan, White, Ryen W., Burger, Doug,
& Wang, Chi (2024). AutoGen: Enabling next-gen LLM applications via multi-agent conversation.
In Conference on Language Modeling (COLM) 2024.

Weidinger, Laura, Mellor, John, Rauh, Maribeth, Griffin, Conor, Uesato, Jonathan, Huang, Po-
Sen, Cheng, Myra, Glaese, Mia, Balle, Borja, Kasirzadeh, Atoosa, Kenton, Zac, Brown, Sasha,
Hawkins, Will, Stepleton, Tom, Biles, Courtney, Birhane, Abeba, Haas, Julia, Rimell, Laura,
Hendricks, Lisa Anne, Isaac, William, Legassick, Sean, Irving, Geoffrey, & Gabriel, lason (2021).
Ethical and social risks of harm from language models. arXiv preprint arXiv:2112.04359.

Purdy, Mark (2024). What is agentic Al, and how will it change work? Harvard Business Review,
December 12, 2024.



[12] Weiss, Gerhard (Ed.). (1999). Multiagent systems: A modern approach to distributed artificial
intelligence. MIT Press.

[13] Weiss, Gerhard (Ed.). (2013). Multiagent systems (2nd ed.). MIT Press.
[14] Wooldridge, Michael (2009). An introduction to multiagent systems (2nd ed.). John Wiley & Sons.

[15] Shoham, Yoav, & Leyton-Brown, Kevin (2008). Multiagent systems: Algorithmic, game-
theoretic, and logical foundations. Cambridge University Press.

[16] Bratman, Michael (1987). Intention, Plans, and Practical Reason. Harvard University Press.

(171 Rao, Anand S., & Georgeff, Michael P. (1991). Modeling rational agents within a BDI-
architecture. In Proceedings of the 2nd International Conference on Principles of Knowledge
Representation and Reasoning (KR 1991) (pp. 473-484).

[18] Brooks, Rodney A. (1986). A robust layered control system for a mobile robot. IEEE Journal on
Robotics and Automation, 2(1), 14-23.

[191 Sutton, Richard S., & Barto, Andrew G. (2018). Reinforcement Learning: An Introduction (2nd
ed.). MIT Press.

201 Yokoo, Makoto, Durfee, Edmund H., Ishida, Toru, & Kuwabara, Kazuhiro (1998). The distributed
constraint satisfaction problem: Formalization and algorithms. IEEE Transactions on Knowledge
and Data Engineering (TKDE), 10(5), 673-685.

[21] Modi, Pragnesh Jay, Shen, Wei-Min, Tambe, Milind, & Yokoo, Makoto (2005). ADOPT:
Asynchronous distributed constraint optimization with quality guarantees. Artificial Intelligence,
161(1-2), 149-180.

[22] Bernstein, Daniel S., Givan, Robert, Immerman, Neil, & Zilberstein, Shlomo (2002). The
complexity of decentralized control of Markov decision processes. Mathematics of Operations
Research, 27(4), 819-840.

[23] Nisan, Noam, Roughgarden, Tim, Tardos, Eva, & Vazirani, Vijay V. (2007). Algorithmic game
theory. Cambridge University Press.

[24] Jennings, Nicholas R., Faratin, Peyman, Lomuscio, Alessio R., Parsons, Simon, Wooldridge,

Michael J., & Sierra, Carles (2001). Automated negotiation: Prospects, methods and challenges.
Group Decision and Negotiation, 10(2), 199-215.

251 Klemperer, Paul (2004). Auctions: Theory and practice. Princeton University Press.

261 Wellman, Michael P., Walsh, William E., Wurman, Peter R., & MacKie-Mason, Jeffrey K. (2001).
Auction protocols for decentralized scheduling. Games and Economic Behavior, 35(1-2), 271-
303.

[27]1 Horling, Bryan, & Lesser, Victor (2004). A survey of multi-agent organizational paradigms. The
Knowledge Engineering Review, 19(4), 281-316.

[28] Ishida, Toru, Gasser, Les, & Yokoo, Makoto (1992). Organization self-design of distributed
production systems. IEEE Transactions on Knowledge and Data Engineering (TKDE), 4(2), 123-
134.

[29] Slack, Dylan, Krishna, Satyapriya, Lakkaraju, Himabindu, & Singh, Sameer (2023). Explaining
machine learning models with interactive natural language conversations using TalkToModel.
Nature Machine Intelligence, 5(8), 873-883.

301 Li, Xiang Lisa, Kuncoro, Adhiguna, Hoffmann, Jordan, de Masson d'Autume, Cyprien, Blunsom,
Phil, & Nematzadeh, Aida (2022). A systematic investigation of commonsense knowledge in large
language models. In Proceedings of the 2022 Conference on Empirical Methods in Natural
Language Processing (EMNLP 2022) (pp. 11838-11855).

311 Wei, Jason, Wang, Xuezhi, Schuurmans, Dale, Bosma, Maarten, Ichter, Brian, Xia, Fei, Chi, Ed
H., Le, Quoc V., & Zhou, Denny (2022). Chain-of-thought prompting elicits reasoning in large



[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

[42]

[43]

[44]

language models. In Advances in Neural Information Processing Systems 35 (NeurIPS 2022) (pp.
24824-24837).

Kojima, Takeshi, Gu, Shixiang Shane, Reid, Machel, Matsuo, Yutaka, & Iwasawa, Yusuke (2022).
Large language models are zero-shot reasoners. In Advances in Neural Information Processing
Systems 35 (NeurIPS 2022) (pp. 22199-22213).

Schick, Timo, Dwivedi-Yu, Jane, Dessi, Roberto, Raileanu, Roberta, Lomeli, Maria, Zettlemoyer,
Luke, Cancedda, Nicola, & Scialom, Thomas (2023). Toolformer: Language Models Can Teach
Themselves to Use Tools. In Proceedings of the 11th International Conference on Learning
Representations (ICLR 2023). arXiv preprint arXiv:2302.04761.

Yao, Shunyu, Zhao, Jeffrey, Yu, Dian, Du, Nan, Shafran, Izhak, Narasimhan, Karthik, & Cao,
Yuan (2023). ReAct: Synergizing reasoning and acting in language models. In 11th International
Conference on Learning Representations (ICLR) 2023.

Wang, Guanzhi, Xie, Yuqi, Jiang, Yunfan, Mandlekar, Ajay, Xiao, Chaowei, Zhu, Yuke, Fan,
Linxi, & Anandkumar, Anima (2024). VOYAGER: An open-ended embodied agent with large
language models. Transactions on Machine Learning Research (TMLR).

Bates, Joseph (1994). The role of emotion in believable agents. Communications of the ACM,
37(7), 122-125.

Newsham, Luke, & Prince, David (2025). Personality-driven decision-making in LLM-based
autonomous agents. In Proceedings of the 24th International Conference on Autonomous Agents
and Multiagent Systems (AAMAS 2025).

Ichida, André Y., Meneguzzi, Felipe, & Cardoso, Rafael C. (2024). BDI agents in natural language
environments. In Proceedings of the 23rd International Conference on Autonomous Agents and
Multiagent Systems (AAMAS 2024).

Li, Zelong, Hua, Wenyue, Wang, Hao, Zhu, He, & Zhang, Yongfeng (2024). Formal-LLM:
Integrating Formal Language and Natural Language for Controllable LLM-based Agents. arXiv
preprint arXiv:2402.00798.

Li, Can, Yang, Ruotong, Li, Tianyi, Bafarassat, Milad, Sharifi, Kourosh, Bergemann, Dirk, &
Yang, Zhuoran (2024). STRIDE: A tool-assisted LLM agent framework for strategic and
interactive decision-making. Cowles Foundation Discussion Paper No. 2393. arXiv preprint
arXiv:2405.16376.

Wang, Lei, Xu, Wanyu, Lan, Yihuai, Hu, Zhigiang, Lan, Yunshi, Lee, Roy Ka-Wei, & Lim, Ee-
Peng (2023). Plan-and-Solve Prompting: Improving Zero-Shot Chain-of-Thought Reasoning by
Large Language Models. In Proceedings of the 61st Annual Meeting of the Association for
Computational Linguistics (ACL 2023) (pp. 2609-2634).

Madaan, Aman, Tandon, Niket, Gupta, Prakhar, Hallinan, Skyler, Gao, Luyu, Wiegreffe, Sarah,
Alon, Uri, Dziri, Nouha, Prabhumoye, Shrimai, Yang, Yiming, Gupta, Shashank, Majumder,
Bodhisattwa Prasad, Hermann, Katherine, Welleck, Sean, Yazdanbakhsh, Amir, & Clark, Peter
(2023). SELF-REFINE: iterative refinement with self-feedback. In Advances in Neural
Information Processing Systems 36 (NeurIPS 2023) (pp. 46534-46594).

Liu, Jingqing, Yu, Chongyang, Gao, Jianzhu, Xie, Yitao, Liao, Qiyue, Wu, Yi, & Wang, Yaliang
(2024). LLM-powered hierarchical language agent for real-time human-ai coordination. In
Proceedings of the 23rd International Conference on Autonomous Agents and Multiagent Systems
(AAMAS 2024).

Wang, Shihan, Zhang, Shuai, Zhang, Jiayu, Hu, Rui, Li, Xiang, Zhang, Tao, Li, Jun, Wu, Fei,
Wang, Guoyin, & Hovy, Eduard (2024). Reinforcement learning enhanced LLMs: A survey.
arXiv preprint arXiv:2412.10400



[45]

[46]

[47]

[48]

[49]

[50]

(511

[52]

(53]

[54]

[55]

Cao, Yinuo, Zhao, Hongpeng, Cheng, Yanchi, Shu, Ting, Chen, Yuheng, Liu, Guolong, Liang,
Gaoqi, Zhao, Junwei, Yan, Jianxing, & Li, Yali (2024). Survey on large language model-enhanced
reinforcement learning: Concept, taxonomy, and methods. IEEE Transactions on Neural
Networks and Learning Systems (TNNLS). arXiv preprint arXiv:2404.00282.

Chen, Lili, Lu, Kevin, Rajeswaran, Aravind, Lee, Kimin, Grover, Aditya, Laskin, Misha, Abbeel,
Pieter, Srinivas, Aravind, & Mordatch, Igor (2021). Decision Transformer: Reinforcement
Learning via Sequence Modeling. In Advances in Neural Information Processing Systems 34
(NeurIPS 2021) (pp. 15084-15097).

Shinn, Noah, Cassano, Federico, Gopinath, Ashwin, Narasimhan, Karthik, & Yao, Shunyu (2023).
Reflexion: language agents with verbal reinforcement learning. In Advances in Neural
Information Processing Systems 36 (NeurIPS 2023) (pp. 8634-8652).

Yao, Weiran, Heinecke, Shelby, Niebles, Juan Carlos, Liu, Zhiheng, Feng, Yuchi, Xue, Le,
Murthy, Rithesh, Chen, Zeyuan, Zhang, Jiajun, Arpit, Devansh, Xu, Ran, Mui, Phil, Wang,
Haiying, Xiong, Caiming, & Savarese, Silvio (2024). Retroformer: Retrospective Large Language
Agents with Policy Gradient Optimization. In Proceedings of the 12th International Conference
on Learning Representations (ICLR 2024).

Ahn, Michael, Brohan, Anthony, Brown, Noah, Chebotar, Yevgen, Cortes, Omar, David, Byron,
Finn, Chelsea, Fu, Chuyuan, Gopalakrishnan, Keerthana, Hausman, Karol, Herzog, Alex, Ho,
Daniel, Hsu, Jasmine, Ibarz, Julian, Ichter, Brian, Irpan, Alex, Jang, Eric, Ruano, Rosario Jauregui,
Jeffrey, Kyle, Jesmonth, Sally, Joshi, Nikhil J., Julian, Ryan, Kalashnikov, Dmitry, Kuang,
Yuheng, Lee, Kuang-Huei, Levine, Sergey, Lu, Yao, Luu, Linda, Parada, Carolina, Pastor, Peter,
Quiambao, Jornell, Rao, Kanishka, Rettinghouse, Jarek, Reyes, Diego, Sermanet, Pierre, Sievers,
Nicolas, Tan, Clayton, Toshev, Alexander, Vanhoucke, Vincent, Xia, Fei, Xiao, Ted, Xu, Peng,
Xu, Sichun, Yan, Mengyuan, & Zeng, Andy (2023). Do As I Can, Not As I Say: Grounding
Language in Robotic Affordances. In Proceedings of the 6th Conference on Robot Learning
(CoRL 2022), PMLR 205 (pp. 287-318).

Ma, Yecheng Jason, Liang, William, Wang, Guanzhi, Huang, De-An, Bastani, Osbert, Jayaraman,
Dinesh, Zhu, Yuke, Fan, Linxi, & Anandkumar, Anima (2024). Eureka: Human-Level Reward
Design via Coding Large Language Models. In Proceedings of the 12th International Conference
on Learning Representations (ICLR 2024).

Hu, Bin, Zhao, Chenyang, Zhang, Pu, Zhou, Zihao, Yang, Yuanhang, Xu, Zenglin, & Liu, Bin
(2024). Enabling intelligent interactions between an agent and an LLM: A reinforcement learning
approach. Reinforcement Learning Journal, 3, 1289-1305.

Sun, Chao, Huang, Shuo, & Pompili, Dario (2025). LLM-based multi-agent decision-making:
Challenges and future directions. IEEE Robotics and Automation Letters, 10(6), 5682-5685. arXiv
preprint arXiv:2405.11106.

Zhao, Andrew, Huang, Daniel, Xu, Quan, Lin, Matthieu, Liu, Yong-Jin, & Huang, Gao (2024).
ExpeL: LLM Agents Are Experiential Learners. In Proceedings of the 38th AAAI Conference on
Artificial Intelligence (AAAI 2024).

Zhang, Yusen, Sun, Rui, Chen, Yumeng, Pfister, Tomas, Zhang, Rui, & Arik, Sercan O. (2024).
Chain of agents: Large language models collaborating on long-context tasks. In Advances in
Neural Information Processing Systems 37 (NeurIPS 2024).

Hu, Zhe, Chan, Ho Pui, L1, Jiachen, & Yin, Yang (2025). Debate to write: A persona-driven multi-
agent framework for diverse argument generation. In Proceedings of the 31st International
Conference on Computational Linguistics (COLING 2025) (pp. 4689-4703). arXiv preprint
arXiv:2406.19643.



[56]

[57]

[58]

[59]

[60]

[61]

[62]

[63]

[64]

[65]

[66]

[67]

[68]

[69]

Chen, Guangyao, Dong, Siwei, Shu, Yu, Zhang, Ge, Sesay, Jaward, Karlsson, Borje, Fu, Jie, &
Shi, Yemin (2024). AutoAgents: A Framework for Automatic Agent Generation. In Proceedings
of the 33rd International Joint Conference on Artificial Intelligence (IJCAI 2024).

Hua, Wenyue, Liu, Olga, Li, Lun, Amayuelas, Alfonso, Chen, Jiajie, Jiang, Liyi, Jin, Mingyu,
Fan, Liuqing, Sun, Fei, Wang, William, Wang, Xingwei, & Zhang, Yanghua (2024). Game-
theoretic LLM: Agent workflow for negotiation games. arXiv preprint arXiv:2411.05990.

Yao, Fan, Li, Chuanhao, Nekipelov, Denis, Wang, Hongning, & Xu, Haifeng (2024). Human vs.
Generative Al in Content Creation Competition: Symbiosis or Conflict?. In Proceedings of the
41st International Conference on Machine Learning (ICML 2024), Proceedings of Machine
Learning Research, 235, 56885-56913. arXiv preprint arXiv:2402.15467.

Sun, Haoran, Qin, Wenyu, Liang, Yuxuan, & Wang, Zhuohan (2025). Game Theory Meets Large
Language Models: A Systematic Survey. arXiv preprint arXiv:2502.09053.

Chen, Jiangjie, Yuan, Siyu, Ye, Rong, Majumder, Bodhisattwa Prasad, & Richardson, Kyle
(2023). Put your money where your mouth is: Evaluating strategic planning and execution of LLM
agents in an auction arena. arXiv preprint arXiv:2310.05746.

Duetting, Paul, Mirrokni, Vahab, Paes Leme, Renato, Xu, Haifeng, & Zuo, Song (2024).
Mechanism design for large language models. In Proceedings of the ACM Web Conference 2024
(WWW 2024). arXiv preprint arXiv:2310.10826.

Hajiaghayi, MohammadTaghi, Lahaie, Sébastien, Rezaei, Keivan, & Shin, Suho (2024). Ad
Auctions for LLMs via Retrieval Augmented Generation. In Proceedings of the 37th Conference
on Neural Information Processing Systems (NeurIPS 2024). arXiv preprint arXiv:2406.09459.

Guo, Xudong, Huang, Kaixuan, Liu, Jiale, Fan, Wenhao, Vélez, Nataniel, Wu, Qingyun, Wang,
Huazheng, Griffiths, Thomas L., & Wang, Mengdi (2024). Embodied LLM agents learn to
cooperate in organized teams. arXiv preprint arXiv:2403.12482.

Chopra, Ayush, Kumar, Sai, Giray-Kuru, Nurullah, Raskar, Ramesh, & Quera-Bofarull, Arnau
(2025). On the limits of agency in agent-based models. In Proceedings of the 24th International
Conference on Autonomous Agents and Multiagent Systems (AAMAS 2025).

Zhang, Jiawei, Xu, Ximing, Zhang, Ningyu, Liu, Ruibo, Hooi, Bryan, & Deng, Shumin (2024).
Exploring collaboration mechanisms for LLM agents: A social psychology view. In Proceedings
of the 62nd Annual Meeting of the Association for Computational Linguistics (ACL 2024) (pp.
14544-14607). arXiv preprint arXiv:2310.02124.

Ashery, Amir Feder, Aiello, Luca Maria, & Baronchelli, Andrea (2025). Emergent social
conventions and collective bias in LLM populations. Science Advances, 11, eadu9368. DOI:
10.1126/sciadv.adu9368

Park, Joon Sung, O'Brien, Joseph C., Cai, Carrie J., Morris, Meredith Ringel, Liang, Percy, &
Bernstein, Michael S. (2023). Generative Agents: Interactive Simulacra of Human Behavior. In
Proceedings of the 36th Annual ACM Symposium on User Interface Software and Technology
(UIST 2023). DOI: 10.1145/3586183.3606763

Papazoglou, Mike P., Traverso, Paolo, Dustdar, Schahram, & Leymann, Frank (2008). Service-
oriented computing: a research roadmap. International Journal of Cooperative Information
Systems, 17(2), 223-255.

Hong, Sirui, Zhuge, Mingchen, Chen, Jiaqi, Zheng, Xiawu, Cheng, Yuheng, Zhang, Ceyao, Wang,
Jinlin, Wang, Zili, Yau, Steven Ka Shing, Lin, Zijuan, Zhou, Liyang, Ran, Chenyu, Xiao,
Lingfeng, Wu, Chenglin, Schmidhuber, Jiirgen (2024). MetaGPT: Meta Programming for a Multi
Agent Collaborative Framework. In Proceedings of the 12th International Conference on Learning
Representations (ICLR 2024).



[70]

[71]

(721

(73]

[74]

[75]

[76]

[77]

(78]

[79]

Qian, Chen, Liu, Wei, Liu, Hongzhang, Chen, Nuo, Dang, Yufan, Li, Jiahao, Yang, Cheng, Chen,
Weize, Su, Yusheng, Cong, Xin, Xu, Juyuan, Li, Dahai, Liu, Zhiyuan & Sun, Maosong (2024).
ChatDev: Communicative Agents for Software Development. In Proceedings of the 62nd Annual
Meeting of the Association for Computational Linguistics (ACL 2024) (pp. 15174-15186). DOI:
10.18653/v1/2024.acl-long.810

Significant Gravitas. (2023). AutoGPT. GitHub repository. https:/github.com/Significant-
Gravitas/AutoGPT (accessed June 2025).

Nakajima, Yohei (2023). BabyAGI. GitHub repository.
https://github.com/yoheinakajima/babyagi (accessed June 2025).

Topsakal, Oguzhan, & Akinci, Tahir Cetin (2023). Creating large language model applications
utilizing langchain: A primer on developing 1lm apps fast. In Proceedings of the International
Conference on Advanced Engineering and Natural Sciences (ICAENS), 1(1) (pp. 1050-1056).

LangChain. (2023). LangGraph. GitHub repository. https://github.com/langchain-ai/langgraph
(accessed June 2025).

Wang, Hanchen, Fu, Tianfan, Du, Yuqing, Gao, Wenhao, Huang, Kexin, Liu, Ziming, Chandak,
Paridhi, Liu, Shengqi, Van Katwyk, Peter, Deac, Andreea, Anandkumar, Anima, Bergen,
Karianne, Gomes, Carla P., Ho, Shirley, Kohli, Pushmeet, Lasenby, Joan, Leskovec, Jure, Liu,
Tie-Yan, Mirzasoleiman, Baharan, Mishra, Debora, Nawroth, Guido, Paliwal, Soumya, Perozzi,
Bryan, Schwaller, Philippe, Seljak, Uros, Sherborne, Olivia, Simm, Gregor N. C., Singh, Hannu,
Sorrenson, Peter, Stein, Jared, Tang, Jian, Veli¢kovi¢, Petar, Welling, Max, Willmore, Benedict,
Zitnik, Marinka, & Regol, Fiona (2023). Scientific discovery in the age of artificial intelligence.
Nature, 620(7972), 47-60.

Huang, Chao, Zhang, Zhi, Mao, Bing, & Yao, Xin (2023). An overview of artificial intelligence
ethics. IEEE Transactions on Artificial Intelligence (IEEE Trans. Al), 4(4), 799-819.

Gupta, Maanak, Akiri, CharanKumar, Aryal, Kshitiz, Parker, Eli, & Praharaj, Lopamudra (2023).
From ChatGPT to ThreatGPT: Impact of generative Al in cybersecurity and privacy. IEEE Access,
11, 80218-80245.

Chomsky, Noam, Roberts, lan, & Watumull, Jeffrey (2023). The false promise of ChatGPT. The
New York Times, March 8, 2023.

Russell, Stuart (2019). Human compatible: Artificial intelligence and the problem of control.
Viking.



Toru Ishida is Professor Emeritus at Kyoto University and Visiting Professor at Telkom University.
He has contributed to the foundations of autonomous and multiagent systems since the 1980s, co-
chairing the first AAMAS conference in 2002. His projects, including Digital City Kyoto, the
Intercultural Collaboration Experiment, and the Language Grid, exemplify the societal deployment
of Al technologies. He is a Life Fellow of the IEEE and former President of the IEICE. He currently
explores how Large Language Models and Al Agents can address social challenges.

Yohei Murakami received his Ph.D. in Informatics from Kyoto University in 2006. He is currently a
Professor in the Faculty of Information Science and Engineering at Ritsumeikan University, Japan. He
leads the Indonesian Language Sphere project, which leverages human—Al collaboration to develop
language resources and preserve endangered languages. He has served as a program committee
member for major conferences in natural language processing, artificial intelligence, and multi-agent
systems, including LREC-COLING, AAAI, AAMAS, and PRIMA. His current research interests
include applying theoretical multi-agent models to Al agents.

Donghui Lin received his Ph.D. in 2008 from the Department of Social Informatics, Kyoto University.
He is currently an Associate Professor in the Faculty of Environmental, Life, Natural Science and
Technology at Okayama University, where he leads the Intelligent Computing Laboratory. He has
served as a program committee member for major Al and agent-related conferences such as AAAI
AAMAS, PRIMA, and PRICALI. His current research interests include multi-agent systems, services
computing, Internet of Things, and Al agents.

Kemas Muslim Lhaksmana received his Ph.D. in Social Informatics from Kyoto University, Japan.
He currently serves as the Dean of the School of Computing at Telkom University and is the Treasurer
of the IEEE Indonesia Section (2018-2022, 2025—present). His research interests include people
analytics and the integration of generative Al in education. He is participating in this study as part of
a broader research project investigating the impact and interaction models of Large Language Models
(LLMs) in higher education in the Global South.



